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ABSTRACT BODY: Data assimilation algorithms combine available observations of physical
systems with the assumed model dynamics in a systematic manner, to produce better estimates of
initial conditions for prediction. Broadly they can be categorized in three main approaches: (a)
sequential algorithms, (b) sampling methods and (c) variational algorithms which transform the
density estimation problem to an optimization problem. However, given finite computational
resources, only a handful of ensemble Kalman filters and 4DVar algorithms have been applied
operationally to very high dimensional geophysical applications, such as weather forecasting. In this
paper we present a recent extension to our variational Bayesian algorithm which seeks the ‘optimal’
posterior distribution over the continuous time states, within a family of non-stationary Gaussian
processes.

Our initial work on variational Bayesian approaches to data assimilation, unlike the well-known
4DVar method which seeks only the most probable solution, computes the best time varying Gaussian
process approximation to the posterior smoothing distribution for dynamical systems that can be
represented by stochastic differential equations. This approach was based on minimising the
Kullback-Leibler divergence, over paths, between the true posterior and our Gaussian process
approximation. Whilst the observations were informative enough to keep the posterior smoothing
density close to Gaussian the algorithm proved very effective on low dimensional systems (e.g.
O(10)D). However for higher dimensional systems, the high computational demands make the
algorithm prohibitively expensive.

To overcome the difficulties presented in the original framework and make our approach more
efficient in higher dimensional systems we have been developing a new mean field version of the
algorithm which treats the state variables at any given time as being independent in the posterior
approximation, while still accounting for their relationships in the mean solution arising from the
original system dynamics.

Here we present this new mean field approach, illustrating its performance on a range of benchmark
data assimilation problems whose dimensionality varies from O(10) to O(10^3)D. We emphasise that
the variational Bayesian approach we adopt, unlike other variational approaches, provides a natural
bound on the marginal likelihood of the observations given the model parameters which also allows
for inference of (hyper-) parameters such as observational errors, parameters in the dynamical model
and model error representation. We also stress that since our approach is intrinsically parallel it can be
implemented very efficiently to address very long data assimilation time windows. Moreover, like
most traditional variational approaches our Bayesian variational method has the benefit of being
posed as an optimisation problem therefore its complexity can be tuned to the available
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computational resources. We finish with a sketch of possible future directions.
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